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odrecznik przedstawia uniwersalne
metody klasyfikacji obiektow stosowane
w wizyjnych komputerowych systemach
rozpoznawania na réznych etapach
przetwarzania obrazu.

W ksiazce omawiono metody klasyfikacji nadzorowanej i nienad-

zorowanej, problem wyboru zmiennych oraz metody oceny bledu

klasyfikatora. Istotnym walorem dydaktycznym ksigzki jest przed-
stawione krok po kroku konstruowanie komputerowego systemu
wizyjnego dla celéw rozpoznawania pacjentéw chorych na jaskre.

Komputerowe systemy wizyjne znajduja liczne zastosowania

w zakresie:

m rozpoznawania zdjec lotniczych i satelitarnych terenu dla celow
rejestracji zmian w kartografii i meteorologii,

m badan przesiewowych zdjec rentgenowskich i innych w medycy-
nie, analizy obrazéw mikroskopowych dla wykrycia obecnosci
pewnych faz,

m systemdéw bioidentyfikacji na podstawie obrazu odciskdw palcow,
teczowki oka i innych cech biometrycznych,

m kontroli jakosci produktow w przemysle na podstawie obrazu
taémy technologicznej,

m bezpieczenstwa, na przykfad w przeswietleniach bagazu, stero-
wania ruchem miejskim.



