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Rozwiązywanie współczesnych problemów naukowych i praktycznych wymaga stosowania

komputerów o dużych szybkościach obliczeń. Na przestrzeni ostatnich 60 lat szybkość ta

wzrosła bilion razy (1012). Mimo tak znacznego wzrostu możliwości obliczeniowych, badacze

wciąż upraszczają modele rozważanych problemów, ponieważ ich symulacja numeryczna

trwa zbyt długo. Zapotrzebowanie na coraz większą moc obliczeniową wzrasta, a odpowie-

dzią na nie są architektury wieloprocesorowe. Szybkość obecnych komputerów, dzięki rów-

noległej pracy połączonych ze sobą setek tysięcy procesorów, wynosi biliard (TO15) operacji

zmieńnopozycyjnych na sekundę.

Pod ręcznik poświęcony jest realizacji obliczeń równoległych. Autor omówił etapy analizo-

wania, projektowania oraz implementowania programów równoległych. Książka składa

się z ośmiu rozdziałów, zawierających takie zagadnienia, jak:

• pojęcie procesu współbieżnego, sposoby komunikowania się jednostek, dowodzenie

poprawności programów współbieżnych,

• podstawowe modele obliczeń równoległych (PRAM, model sieciowy),

• algorytmy równoległe oraz metody ich oceny przy użyciu wybranych wielkości charak-

terystycznych (złożoność, przyspieszenie, koszt, efektywność),

• skalowalność algorytmów równoległych (prawa Amdahla, Gustafsona i Barsisa oraz

miarę Karpa i Flatta),

• architektury komputerów równoległych,

•metodyka projektowania algorytmów równoległych (dekompozycja problemu, analiza

rozdrobnienia obliczeń, minimalizowanie kosztu algorytmu równoległego, przydziela-

nie zadań procesorom),

• zasady konstruowania programów równoległych przy użyciu przesyłania wiadomości

oraz pamięci wspólnej.
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