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Rozwigzywanie wspolczesnych problemow naukowych i praktycznych wymaga stosowania
komputeréw o duzych szybkosciach obliczen. Na przestrzeni ostatnich 60 lat szybkos¢ ta
wzrosta bilion razy (10"). Mimo tak znacznego wzrostu mozliwosci obliczeniowych, badacze
wcigz upraszczajg modele rozwazanych probleméw, poniewaz ich symulacja numeryczna
trwa zbyt dtugo. Zapotrzebowanie na coraz wigksza moc obliczeniowa wzrasta, a odpowie-
dzig na nie sq architektury wieloprocesorowe. Szybkos¢ obecnych komputerow, dzieki row-
noleglej pracy potaczonych ze sobg setek tysiecy procesorow, wynosi biliard (10'°) operacji
zmiennopozycyjnych na sekunde.

Podrecznik poswiecony jest realizacji obliczen rownoleglych. Autor oméwit etapy analizo-

wania, projektowania oraz implementowania programéw réwnoleglych. Ksigzka sklada

sie z odmiu rozdziatéw, zawierajacych takie zagadnienia, jak:

= pojecie procesu wspotbieznego, sposoby komunikowania sie jednostek, dowodzenie
poprawnosci programow wspotbieznych,

« podstawowe modele obliczer réwnolegtych (PRAM, model sieciowy),

= algorytmy réwnolegle oraz metody ich oceny przy uzyciu wybranych wielkosci charak-
terystycznych (zlozonosé, przyspieszenie, koszt, efektywnosc),

«» skalowalnos¢ algorytmoéw rownoleglych (prawa Amdahla, Gustafsona i Barsisa oraz
miare Karpa i Flatta),

« architektury komputeréw réwnolegtych,

*metodyka projektowania algorytmow rownolegtych (dekompozycja problemu, analiza
rozdrobnienia obliczer, minimalizowanie kosztu algorytmu réwnoleglego, przydziela-
nie zadan procesorom),

« zasady konstruowania programéw réwnoleglych przy uzyciu przesylania wiadomosci
oraz pamieci wspélnej.

Zbigniew Czech - profesor informatyki na Politechnice Slaskiej w Gliwicach oraz Uniwer-
sytecie Slaskim w Sosnowcu. Prowadzit wyklady m.in. w University of California, Indiana
University-Perdue University, University of Queensland w Australii. Jego zainteresowania
naukowe koncentruja sie wokét obliczer réwnoleglych, algorytmiki oraz programowania.



